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Resumen

El surgimiento de herramientas de inteligencia
artificial como ChatGPT ha revolucionado la forma
en que se genera contenido, incluyendo textos
académicos y cientificos. Sin embargo, su uso
indiscriminado en este ambito plantea serias
preocupaciones éticas que deben ser abordadas con
urgencia. Esta investigacién tiene como objetivo
analizar los aspectos éticos sobre el uso del ChatGPT
en publicaciones cientificas. Para ello se realizé una
blUsqueda en diversas bases de datos cientificas
como Scielo, PubMed, Scopus, Dialnet, Latindex y
ScienceDirect en el periodo comprendido de enero a
mayo del 2025, se revisaron articulos en espafiol e
inglés. El uso de operadores booleanos AND, OR,
NOT segun correspondia para buUsquedas mas
precisas y direccionadas a las variables de estudio
mejord los procesos de busqueda de informacién
relevante. Se analizaron un total de 181 documentos,
se excluyeron los que no trataban adecuadamente
los temas de interés y fueron seleccionados 30. Se
constaté que una inteligencia artificial es incapaz de
asumir responsabilidad por el contenido que produce,
el cual puede, en muchos casos, contener textos
incorrectos, sesgados, plagiados y carentes de
l6gica, por lo que ChatGPT no puede ser autor o
coautor de articulos cientificos, también se debe
considerar el alcance temporal de las bases de datos
utilizadas para entrenar esta herramienta. Su uso
como herramienta debe de ser declarado por el
investigador, garantizando asi la transparencia en la
investigacion.

Palabras clave: inteligencia artificial, sistemas
inteligentes, inteligencia artificial generativa,
publicaciones cientificas y técnicas, ética en
investigacién

Abstract

The emergence of artificial intelligence tools such as
ChatGPT has revolutionized the way content is
generated, including academic and scientific texts.
However, its indiscriminate use in this field raises
serious ethical concerns that urgently need to be
addressed. This research aims to analyze the ethical
aspects of the ChatGPT use in scientific publications.
A search was conducted in various scientific
databases such as Scielo, PubMed, Scopus, Dialnet,
Latindex, and ScienceDirect from January to May
2025, and articles in Spanish and English were
reviewed. The use of boolean operators AND, OR,
and NOT, as appropriate, for more precise searches
targeted to the study variables, improved the search
process for relevant information. A total of 181
documents were analyzed, excluding those that did
not adequately address the topics of interest, and
selecting 30. It was found that artificial intelligence
is incapable of assuming responsibility for the
content it produces, which can, in many cases,
contain incorrect, slanted, plagiarized, and illogical
texts. Therefore, ChatGPT cannot be the author or
co-author of scientific articles. The temporal scope of
the databases used to train this tool must also be
considered. Its use as a tool must be declared by the
researcher, thus ensuring transparency in the
research.
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INTRODUCCION

La inteligencia artificial (IA) es una disciplina de
las ciencias de la computacién, encargada del
desarrollo de sistemas informaticos con la
capacidad de realizar tareas que normalmente
requeririan caracteristicas asociadas a la
inteligencia y conductas humanas. Se sustenta
principalmente en el aprendizaje automatico y el
procesamiento del lenguaje natural (Natural
Language Processing, NLP) para la creacién de
algoritmos que permitan a las maquinas
interpretar, interaccionar y resolver problemas
con lenguaje humano, asi como en el aprendizaje
automatico (Machine Learning), dedicado a crear
algoritmos y modelos con capacidad de aprender
de manera auténoma a partir de datos que se le
suministren.®

Dada su capacidad para automatizar tareas,
procesar grandes voliumenes de informacion,
identificar patrones y personalizar servicios, esta
tecnologia ha tenido un uso creciente en
diferentes dmbitos y su impacto a escala global
es innegable. Influyendo en los modelos
tradicionales, los procesos y resultados de las
organizaciones. En el dmbito de la medicina, las
tecnologias con base en IA son utilizadas en la
prediccion y detecciéon de algunas patologias.®

ChatGPT (Generative Pre-trained Transformer) es
un modelo de IA generativa desarrollado por la
empresa OpenAl, utiliza el procesamiento del
lenguaje natural y estd basado en la arquitectura
de redes neuronales artificiales (Generative
Pre-trained Transformer, GPT) entrenada a partir
de un conjunto de datos masivos. Esta disefiada
para generar texto de forma coherente y
relevante a partir de las entradas de texto del
usuario, también llamadas prompts. Esta
herramienta se puede considerar como un
modelo probabilista, que proporciona
informacién plausible de acuerdo a la cantidad
de datos que ha utilizado para entrenarse. Para
su funcionamiento necesita una gran
infraestructura (granjas de servidores).®

El surgimiento de herramientas como ChatGPT
ha revolucionado la forma en que se genera
contenido, incluyendo textos académicos vy
cientificos. Sin embargo, el uso indiscriminado en
este ambito plantea serias preocupaciones éticas
gue deben ser abordadas con urgencia. Esta
investigacion es crucial para actualizar los
conocimientos y fomentar una mirada critica
sobre el uso de estas tecnologias en entornos
cientificos.

Su utilizacién en la redaccién de articulos
cientificos es un tema complejo que requiere un
enfoque equilibrado entre la innovacién y la ética.
Los autores de esta investigacién tienen la
oportunidad de contribuir significativamente a
este debate, promoviendo un uso responsable y
consciente de estas herramientas en el dmbito
cientifico; ya que la misma tiene como objetivo
analizar los aspectos éticos sobre el uso del
ChatGPT en publicaciones cientificas.

METODOS

Se realizé una revisién bibliografica con la
utilizacion de bases de datos cientificas como
Scielo, PubMed, Scopus, Dialnet, Latindex y
ScienceDirect en el periodo comprendido de
2020 al 2025, en idiomas espafiol e inglés. El uso
de operadores booleanos AND, OR, NOT segun
correspondia para blsquedas mas precisas y
direccionada a las variables de estudio mejoré
los procesos de blsqueda de informacién
relevante.

Para la seleccidn de los articulos se siguieron los
siguientes criterios:

Criterios de exclusién: articulos incompletos, con
metodologias no adecuadas y los que no
aportaban nada relevante sobre el tema
estudiado.

Criterios de inclusién: publicaciones que
abordaron la tematica en inglés o espafiol,
revisadas por pares e identificadas en las
referencias de las bases de datos, articulos de
revistas indexadas y acceso libre. Se encontraron
un total de 181 articulos y se seleccionaron 30
articulos, los que cumplen con los criterios de
inclusién.

DESARROLLO

A partir de marzo de 2023, se introdujo una
nueva version de ChatGPT donde se utiliza el
Gltimo modelo de lenguaje desarrollado hasta
ese momento, el GPT-4, que es multimodal, o sea,
puede trabajar con datos de entrada que sean
tanto texto como imagenes para lograr mejores
resultados, el volumen de datos con que fue
entrenado también es significativamente mayor,
se estima que alrededor de 100 billones de
pardmetros. Tiene una memoria mucho mas
larga y capacidades multilinglies superiores."?

A pesar de la utilidad evidente de estos modelos
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y sus potencialidades futuras en el apoyo a
determinados sectores, su desarrollo debe
superar muchas limitaciones y deficiencias
todavia. Es necesario implementar varios
sistemas, incluida la ética, antes de que eso
suceda.” En su pagina, Open Al sefiala que la
inteligencia artificial y el aprendizaje automatico
son campos en evolucién y el uso de estos
servicios no estdn exentos de errores y
limitaciones, por lo que el modelo no esta
preparado para ser utilizado como fuente de
informacién fiable sin una cuidadosa revisién y
supervisién humana.®

Algunas de las principales las limitaciones de
estos modelos son las siguientes:

‘Informacidn sesgada o poco veraz, pues
los conjuntos de datos que alimentan y
orientan a los sistemas de IA pueden ser
deficientes, discriminatorios, obsoletos o
poco pertinentes, ademas de formas
adicionales que surgen del propio
sistema.*>6"

‘No son conscientes, sélo pueden
generar contenido basado en la
cantidad de datos con los que fueron
entrenados vy, por lo tanto, no tienen
ideas nuevas y originales.*®

‘Resultados limitados acerca de hechos
y eventos posteriores al desarrollo de la
IA, también puede proporcionar datos
incorrectos sobre personas, lugares o
hechos reales.*

‘Falta de sentido ldgico, debido a la
posibilidad de que estas herramientas
sistemas generen respuestas que
parecen creibles, pero incorrectas, ya
que no comprenden su significado ni el
contexto en que se deben usar.*®

‘Pueden favorecer el plagio, ya que
muchos sistemas de IA utilizan datos
protegidos por las leyes de propiedad
intelectual y por derechos de autor sin el
debido consentimiento.®*%

‘Tienen el potencial de responder a
instrucciones dafiinas.*"

‘Pueden ser utilizadas en fabricas de
articulos o revistas depredadoras a
través de la generacion de informacidn
automatizada no verificada vy

posiblemente inexacta.®

‘Uso de informacién personal sin
consentimiento, debido a que las bases
de datos utilizadas para entrenar los
sistemas de IA contienen informacion
personal compilada, intercambiada,
combinada y analizada a través de
varios métodos, a veces poco
transparentes, que aprovechan los
vacios legales que existen en las
normativas sobre este campo.®”

Debido a la complejidad de estos sistemas, a los
intereses de los diferentes sectores que
participan en la creacién e implementacién de
productos de IA y al potencial de aprendizaje
dindmico de la tecnologia, es muy dificil asignar
responsabilidades y hacer que las partes rindan
cuentas por los efectos perjudiciales.®?

Entre las practicas que comprometen la
integridad cientifica, el plagio destaca por su
frecuencia y por la sofisticacién creciente de sus
formas. Segln la Oficina de Integridad en la
Investigacioén, este incluye el hurto de propiedad
intelectual y la reproduccién sustancial de textos
sin citar la fuente original, aunque excluye
disputas sobre autoria u otros reconocimientos.?

Los textos generados por ChatGPT podrian
constituir un plagio, ya que utiliza textos
existentes para generar nuevos sin citar fuentes,
esto, unido a que los chatbots tienen la
tendencia a formular contenido incorrecto y que
tanto los modernos detectores automatizados de
plagio como experimentados revisores en
ocasiones no puedan detectar textos académicos
generados por chatbots, incrementa el riesgo de
errores en los textos publicados.*¥

Para Kwon: “los LLM estdn entrenados para
generar texto analizando grandes cantidades de
escritos previamente publicados. Como resultado,
su uso podria resultar en algo similar al plagio: si
un investigador hace pasar el trabajo de una
maquina como propio, por ejemplo, o si una
maquina genera un texto muy similar al de una
persona sin atribuir la fuente. Estas herramientas
también pueden utilizarse para ocultar texto
plagiado deliberadamente, y cualquier uso de
ellas es dificil de detectar”.™

El material académico generado o modificado por
IA podria conservarse y reaparecer en futuras
interacciones, incrementando el riesgo de plagio
no intencional tanto para el usuario como para
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quienes empleen esta tecnologia después. Por
ello, es crucial que quienes manejen documentos
confidenciales (autores, editores, revisores)
conozcan este riesgo antes de utilizar chatbots
para generar o modificar textos.>!® Teniendo en
cuenta que hay poco consenso a nivel mundial
sobre proteccién de los derechos de autor y la
informacién personal vinculadas a la IA, es
fundamental para las partes interesadas
mantener la sistematicidad y transparencia a
través de estdndares comunes que aborden los
desafios éticos y legales de la 1A.G!7

Un marco legal mdas universal facilitaria la
cooperacion entre diferentes paises y areas
geograficas; sin embargo, dista mucho de ser
una realidad, el problema de la jurisdiccién y la
aplicacién de leyes internacionales constituye un
desafio; la IA, al ser una tecnologia global, puede
ser desarrollada en un pais y utilizada en otro, lo
que complica la supervisién y aplicacién de
regulaciones.

La velocidad a la que evoluciona la tecnologia es
un reto, al igual que el equilibrio entre innovacién
y proteccioén, una regulacién demasiado estricta
o mal disefiada puede limitar la innovacién y
convertirse en una carga para las empresas.®”

Al utilizar ChatGPT se obtienen buenos
resultados para gestionar textos extensos. Sin
embargo, al intentar emplear la herramienta
para realizar revisiones de literatura sobre temas
especificos, han surgido dificultades. Estas
incluyen la citacién de referencias bibliograficas
inexistentes o la omisién de fuentes, lo que
compromete la fiabilidad del contenido generado.

La incorporacién de la IA por parte de
educadores e investigadores es inevitable y la
utilizacién de ChatGPT se ha ido popularizando
en la comunidad académica por su empleo en la
redaccion y edicién de textos, procesamiento de
grandes volimenes de informacién, entre otras.
No obstante, un uso irresponsable del mismo
puede tener efectos negativos, ya sean éticos,
legales o en cuanto a la calidad de la
investigacién y su comunicacién. Por lo que se
insiste en el establecimiento de pautas para
minimizar estos riesgos.*?

El plagio, la desinformacién y el fraude pueden
ser consecuencias cuando investigadores y
estudiantes pretenden pasar engafosamente
textos escritos por IA, como propios y es uno de
los principales retos que enfrentan los editores y
las editoriales de revistas a la hora de identificar

este contenido dentro del ciimulo de documentos
gue reciben. Aunque existen y se desarrollan
nuevas herramientas de software que pueden
detectar el texto generado por IA, la verificacién
humana sigue siendo imprescindible.®

A medida que la tecnologia avanza, la comunidad
cientifica insiste en la necesidad de la discusién
acerca de las cuestiones éticas y morales
relacionadas con las herramientas 1A y el
establecimiento de pautas que contribuyan al
uso ético de las mismas.*?

Ante este escenario, multiples editoriales
académicas destacan la urgente necesidad de
gue investigadores y editores establezcan
lineamientos claros para el uso ético de los
Modelos de Lenguaje a Gran Escala (LLM, por sus
siglas en inglés). Desde 2023 Nature y Springer
Nature no aceptan ninguna herramienta LLM
como autor acreditado en un trabajo de
investigacién, y establece que los investigadores
que utilizan herramientas LLM deben documentar
este uso en las secciones de métodos o
agradecimientos, en caso de no contar con ellas,
lo reflejardn en la introduccion.®

La citacion de ChatGPT como autor o coautor en
multiples articulos y preprints en revistas
cientificas, ha sido una de las mayores
controversias entre editores, investigadores vy
directores. Entre los primeros ejemplos se
encuentra su inclusién como uno de los 12
coautores en una preimpresién sobre su
aplicacién en educacién médica, otro fue en la
revista Nurse Education in Practice, pero estuvo
seguido por la aclaracién de su editor principal
acerca de que fue un error debido a
discrepancias entre los sistemas administrativos
de las editoriales y los procesos de revisién de
los articulos de investigacién. ™

En la revista Oncoscience fue publicado un
articulo de perspectiva, donde también se
atribuyd autoria a un sistema de IA y el CEO de
Insilico Medicine, Alex Zhavoronkov, refirié que
su organizacion ha publicado mas de 80 articulos
utilizando esta herramienta en la redaccién de
los mismos.*#19

ChatGPT no cumple con los criterios establecidos
por el Comité Internacional de Editores de
Revistas Médicas (ICMJE), con los cuales deben
cumplir todos los autores y colaboradores de una
publicacién cientifica: realizar contribuciones
sustanciales al estudio; participar activamente
en la redaccién del manuscrito o en su revisién
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critica; aprobar formalmente la versién definitiva
del trabajo previo a su publicacién y asumir la
responsabilidad integral por todos los aspectos
presentados en la investigacién.®

El Comité de Etica en las Publicaciones (COPE,
por sus siglas en inglés) establece que son los
autores y no la IA, los responsables del contenido
de su manuscrito y de cualquier incumplimiento
de la ética editorial en esos procesos, incluidos la
produccién de imagenes o elementos graficos y
la recopilacion y el andlisis de datos producidas
por IA, indicando que su uso debe ser explicado
en la seccién de Materiales y Métodos o seccidén
similar. También recomienda precaucién en la
automatizacién de las revisiones, e insiste en la
responsabilidad y supervisién humanas,
manteniendo la transparencia en cada etapa.®?

Matt Hodgkinson, de la Oficina de Integridad de
la Investigacién del Reino Unido (UKRIO), explica
que “se llegd a un consenso respecto a que no se
permite otorgar la autoria a dichas herramientas,
seguln lo acordado por COPE, WAME y el ICMJE,
ya que ni las herramientas ni sus proveedores
pueden responsabilizarse del resultado”

SciELO también plantea que sélo los seres
humanos pueden ser considerados autores.
También establece que en el proceso de revisién,
debe observarse que el uso de IA cumpla con las
normas y buenas practicas éticas, lo cual debe
ser documentado en los informes de revision, sin
embargo, excluye el envio de los manuscritos en
revision a herramientas de IA, no debe someterlo
a servicios que puedan divulgar identidades y
contenidos de manera indebida. También indica
qgue los editores deben ser capacitados y contar
con acceso a herramientas y recursos
actualizados que faciliten la deteccién de
contenido generado o modificado por IA.®®

En Cuba, las editoriales cientificas han
incorporado algunas de las principales
regulaciones establecidas por la ICMJE y la WAME,
SciELO, entre otros, tales como la prohibicién de
autoria y la elaboracién de articulos por parte de
estos modelos. Actualmente se estd trabajando
por parte del MINSAP para el establecimiento de
pautas en el uso de IA en el grupo de revistas
médicas cubanas.

Gupta, refiere que entre los desafios actuales
para la integridad académica, dados por el
avance de la IA, se encuentran el plagio y
problemas de veracidad en los resultados de la
investigacién, pues a veces resulta dificil

distinguir si fue escrito por un humano o una
maquina. También existe el caso donde los
investigadores utilizan la 1A en revisiones
bibliograficas o incluso andlisis de datos sin
comprender realmente qué hacen las
herramientas por ellos, pudiendo resultar en
investigaciones incompletas o incorrectas que
comprometan por completo la calidad e
integridad de los resultados académicos.®

Gao et al., evaluaron la capacidad de los editores
para identificar resimenes creados por ChatGPT
a partir de los titulos de articulos médicos
publicados en revistas de alto impacto;
sorprendentemente, solo detectaron 68 % de los
resimenes creados por esta IA.?? Asi como la
tecnologia avanza, las politicas editoriales de las
revistas también tendran que evolucionar,
incluyendo mejores herramientas de deteccion
de IA en los manuscritos enviados para
publicacién.*® Los editores necesitan
herramientas apropiadas que les ayuden a
detectar contenido generado o alterado por IA,
las cuales deben ponerse a su disposicidn,
independientemente de su capacidad de pago.®®

Entre los resultados de una encuesta realizada
en 2024 a mas de 3.000 académicos por IOP
Publishing, la rama editorial del Instituto de Fisica
del Reino Unido, se puede apreciar que existen
opiniones divididas en cuanto a si la IA
generativa tendria un impacto negativo en la
revision por pares o no, aunque la mayoria de los
participantes coincidié en la necesidad de
verificacién y edicién por parte de los expertos
antes de utilizar texto generado por IA durante el
proceso. Cabe sefalar que dicha entidad no
permite el uso de herramientas de IA generativa
para redactar o aumentar los informes de
revision por pares, ni que aparezcan como
autores de manuscritos.®®

Las editoriales deben contar con politicas
adecuadas frente a los desafios que supone el
uso de la IA en la creacidn de articulos cientificos
en el ambito académico; sin embargo, también
es necesario que los editores cuenten con la
tecnologia necesaria para un adecuado
desempefio, asi como preparacion en los temas
relacionados con las capacidades y limitaciones
de la IA en la creacién de contenido cientifico,
identificacién de contenido generado por IA,
fomentando la discusién sobre los aspectos
éticos y préacticos del uso de IA en la
investigacién.

Vega Jiménez et al., plantean que en un mundo
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donde se puede acceder facilmente a chatbots
mas evolucionados y amigables para el usuario,
es necesaria la educacién y concientizacién de
las personas sobre la importancia del
comportamiento ético al usar estas tecnologias.”

Varias instituciones académicas han establecido
acciones para mantener la integridad académica
en la ensefianza y la investigacion, entre ellas la
Red Europea para la Integridad Académica (ENAI)
y el Grupo Russell de universidades britanicas
recomiendan acciones para el uso ético de la IA
en la educacion, que incluyen la instruccién
sobre los principios y limites de la IA, a través de
la preparacién y familiarizacién del profesorado y
los estudiantes con estas nuevas herramientas,
adecuando la docencia y la evaluacidén para el
uso ético de las mismas e impulsar la
colaboracién acerca de las mejores practicas a
medida que la tecnologia y su aplicacién en la
educacion evolucionen.®

Entre las propuestas de la Comisién Nacional de
Bioética de México acerca del uso de la
inteligencia artificial en salud, se incluyen la
proteccién y el respecto a la salud y la
investigaciéon, los derechos de propiedad,
integridad y privacidad de la informacidn
personal, la responsabilidad individual de cada
profesional, considerar principios éticos y
estdndares de derechos en la configuracién de
los algoritmos de procesamiento en el desarrollo
de tecnologias relacionadas con la IA, incluyendo
la participaciéon de los comités de ética en
investigacion a lo largo de su implementacién.?®

Castellanos Serra plantea que los problemas
asociados a la IA no deben justificar su limitado
uso en nuestro pais (Cuba), en cambio se debe
ensefiar a utilizarla éticamente y mantener una
actualizacién constante sobre el tema, cémo se
manifiestan en cada especialidad y las
respuestas de la comunidad internacional,
difundir su uso en el quehacer cientifico desde el
nivel universitario, siempre como una ayuda,
pero nunca como sustituto del investigador.®”

Velastegui Lépez et al., proponen una estrategia
para el uso de ChatGPT en la investigacion
cientifica como herramienta que contribuya a la
recoleccion de informacién y agilizar la obtencién
de resultados, que facilite el trabajo a
estudiantes e investigadores; sin embargo,
enfatiza el respeto a la ética profesional, evitar el
uso excesivo de esta herramienta, asi como la
combinacién del juicio humano con estas
herramientas para la obtencién de resultados

pertinentes.?®

Reyna, refiere que la inteligencia artificial es una
herramienta transformadora para el
procesamiento de datos, siempre teniendo en
cuenta la ética en su aplicacién.® Desde 2021 la
UNESCO ha sefialado la importancia de abordar
los desafios éticos y sociales de la IA en todas las
esferas de la sociedad, estableciendo principios
fundamentales, como la transparencia y la
responsabilidad.®

Conviene reevaluar el modelo educativo
tradicional, que prioriza la memorizacién sobre la
creatividad, y su posible vinculacién con
practicas plagiarias; de confirmarse esta relacién,
deberian implementarse ajustes curriculares
desde la educacién bdsica. En cuanto la
formacién ética de estudiantes de posgrado e
investigadores, expertos coinciden en la
combinacién de cursos estructurados sobre la
redaccion académica basada en principios éticos
que incluyan la gestiéon adecuada de fuentes
bibliograficas, citacion y referencia; técnicas de
redaccion académica; dominio de idiomas, entre
otros. Para la prevencién del plagio, es
imprescindible cultivar el habito de reconocer
sistematicamente las contribuciones ajenas con
rigurosidad metodoldgica.”

En nuestro entorno también resulta vital la
preparacién del personal docente e
investigadores acerca del funcionamiento y
utilizacién de los Chatbots, cémo detectar el uso
indebido de los mismos, familiarizarlos con las
herramientas antiplagios y cémo interpretar sus
resultados, proporcionando los recursos
tecnoldégicos necesarios para el monitoreo del
uso de IA en la docencia y las investigaciones.

Ante esta realidad, las universidades deben
incluir en el curriculo de estudio, asignaturas o
talleres que aborden temas como el uso
responsable de la IA, el plagio digital y las
implicaciones éticas de la tecnologia. Promover
debates y conversatorios sobre cémo la IA puede
afectar la integridad académica y profesional

La formacién temprana de los estudiantes en
métodos cientificos de investigacién, basados
siempre en fuentes confiables, su capacitacién
en el dominio de las normas de citacidn.
Fomentando que la IA no es mas que una
herramienta de apoyo que nunca podra
reemplazar sus pensamientos originales, son
acciones que pueden contribuir en la formacién
del pensamiento critico en los estudiantes o
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futuros investigadores, estando conscientes de
gue los chatbots pueden presentar sesgos vy
comprometer los resultados de cualquier
investigacion.

CONCLUSIONES

ChatGPT no puede ser considerado como autor o
coautor de articulos cientificos porque una
inteligencia artificial no puede asumir la
responsabilidad por el contenido que produce, el
cual puede ser, en muchos casos, erréneo,
inadecuado o plagiado, también es importante
considerar el alcance temporal de las bases de
datos utilizadas en su entrenamiento. No
obstante, usarla como herramienta de apoyo en
determinados procesos que no interfieran con la
calidad y veracidad de la investigaciéon puede
facilitar el trabajo a los autores, que deberan
declarar su utilizacién en la seccidn
correspondiente del articulo, mostrando
transparencia y compromiso con el contenido a
publicar.

A pesar de la controversia que genera esta
innovacién, no se debe prohibir su utilizacién, en
su lugar, se debe fomentar la ética e instruir en
el uso correcto de la inteligencia artificial en
escuelas y universidades; por ello es necesario
reevaluar los curriculos de formacién de las
entidades académicas en aras de preparar a los
estudiantes como futuros investigadores.
También es fundamental mantener y actualizar
politicas institucionales que promuevan la
originalidad académica y definan consecuencias
claras para las malas practicas, garantizando asi
la integridad en el &mbito investigativo.
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