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Resumen

El perfeccionamiento de las técnicas estadisticas es
un problema de investigacion que no pierde vigencia.
Una vez identificado y fundamentado el empleo del
analisis estadistico implicativo en la blsqueda de
posibles factores causales en Salud, se hizo
necesario el disefio de una metodologia para su
aplicacién 6ptima, en la cual la etapa mas compleja
resulté ser la interpretacién de los resultados. Por
ello, este trabajo tiene como objetivo describir cémo
realizar dicha interpretacién, cuya base se sustenta
en los referentes tedricos de la literatura, y los
practicos, a partir de las experiencias adquiridas de
los diversos estudios de casos y controles con la
aplicacién de la técnica. En la interpretacién se
abordan los indices, las tablas y los graficos del tipo:
arboles de similaridad y cohesitivo, y el grafo
implicativo, a partir de los cuales se identifican los
posibles factores causales, las variables confusoras,
las modificadoras del efecto y otras que pueden
intervenir.

Palabras clave: Andlisis estadistico, interpretacion
estadistica de datos, causalidad

Abstract

The improvement of statistical techniques is a
research problem which does not lose its validity.
Once it was identified and founded the use of the
statistical analysis involved in the search for possible
causal factors in health, it was necessary to design a
methodology for its optimal application, in which the
most complex stage turned was result interpretation.
Therefore, this work aims at describing how to
perform this interpretation, whose base is founded
on literature theoretical references, and the practical
ones, based on the experiences acquired from the
various case studies and controls with the
application of the technique. Indices, tables and
graphs of the type are presented in the
interpretation, similarity and cohesive trees, and
implicative graph, from which the possible causal
factors, confusing variables, effect modifiers and
others that are identified and others which could be
involved.
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INTRODUCCION

Si se analiza la evolucién histérica de las técnicas
estadisticas se aprecia que cada dia estas se han
ido transformando a favor de lograr mayor
validez en los resultados que se obtienen de las
investigaciones de causalidad en las ciencias
médicas; es por ello que su perfeccionamiento es
un problema de investigaciéon que no pierde
vigencia.™?

El paradigma de bUsqueda de relaciones
causales persigue encontrar un modelo que
explique las relaciones entre las variables de un
problema; esto tradicionalmente se ha basado en
relaciones probabilisticas simétricas entre las
variables, lo cual es de utilidad, ya que una
mayor probabilidad implica mayor verosimilitud
del efecto, pero no siempre certeza. En el analisis
estadistico implicativo, conocido por la sigla ASI
(de Analyse Statistique Implicative, del idioma
francés, donde se origind), por el contrario, las
relaciones se establecen a partir de indices con
caracter asimétrico, y admite excepciones en las
relaciones causa-efecto.

El ASI es una herramienta de la mineria de datos
basada en la teoria de la cuasi-implicacidn, la
inteligencia artificial y el dlgebra booleana, para
modelar la cuasi-implicacién entre sujetos y
variables de un conjunto de datos.”®

En el caso de la investigacién de causalidad en
salud, ya ha sido identificado y fundamentado el
empleo de este andlisis."* El presente estudio
expone el disefio de una metodologia que
permite utilizar eficientemente el ASI en la
identificacién de factores prondsticos o de riesgo,
tal como se hace en las investigaciones de la
didactica de las matematicas y otros campos,
donde este andlisis ha sido aplicado
satisfactoriamente.

Una vez culminado el analisis, uno de los
aspectos algidos de la metodologia para la
correcta aplicacién del ASI fue la interpretacion
de los resultados, lo cual se convirti6 en la etapa
mas compleja, lo que reafirma el valor de la
metodologia creada, si se tiene en cuenta que en
casi diez afios de trabajo se han ido modificando
las ideas acerca de cdémo interpretar los
resultados, a partir de la experiencia adquirida
en cada uno de los diferentes estudios realizados
en la Universidad de Ciencias Médicas de
Santiago de Cuba, bajo la direccién de la Dra. C.
Zamora.(5,6,7,8,9,10,11)

El objetivo de este trabajo es describir los
métodos y procedimientos empleados para la
interpretacién de los resultados del ASI.

DESARROLLO

Estos métodos para la interpretacién tienen
como referentes tedricos lo recogido por la
literatura, y como practicos, los estudios antes
comentados.

A continuacidn, se presentan las interpretaciones
gue se consideran (por las autora) mas
apropiadas hasta el momento, las cuales son
susceptibles de modificacién, a la luz de los
nuevos conocimientos.

Interpretacidn de los resultados del ASI

La interpretacion de los resultados del ASI se ha
hecho sobre los indices, las tablas y los tres
graficos que brinda el sistema, a partir de los que
se identifican los posibles factores causales, las
variables confusoras, las modificadoras del
efecto y otras intervinientes, conformando cuatro
subetapas que se corresponden con las
subetapas del procesamiento y analisis de los
datos en la metodologia disefiada.

Interpretacidn de tablas e indices

Segln la metodologia se interpretaran las
frecuencias absolutas y relativas mas relevantes
en cada grupo de estudio, destacando las
caracteristicas que predominen y los indicadores
estimados para cada variable como sus medias,
desviaciones estdndares, frecuencias de
ocurrencias de cada par de variables,
coeficientes de correlacién, los indices de
similaridad, de cohesiéon implicativa y de
implicaciéon inclusién, las tipicalidades y
contribuciones de los individuos.

Se distinguen para su interpretacién los
indicadores propios de este analisis:

o El indice de similaridad de Lerman, que no es
mas que la probabilidad de que el nimero
observado de copresencias entre dos variables
sea mayor o igual que el de las copresencias
esperadas por el azar.

o El indice de implicacién, indicador de la no
implicacién de a sobre b.

¢ La intensidad implicativa, medida probabilistica
de la validez de la regla , que compara la
cantidad de contraejemplos esperados por el

Medisur

293

abril 2020 | Volumen 18 | Numero 2


https://medisur.sld.cu/index.php/medisur

Descargado el: 17-01-2026

ISSN 1727-897X

azar con los observados. La decisién de aceptar
0 no la regla esta en funcién del nivel de
confianza elegido por el investigador.

La intensidad de implicacién-inclusién o
intensidad entrépica, versién entrdpica de la
intensidad implicativa que supera la poca
discriminacién de esta en muestras grandes.
Mide tanto la fuerza de la implicacién como la
de su negacién.

El indice de cohesién entre dos variablesay b
o clases de variables, que mide la fuerza de la
relacién de las variables involucradas en la
clase creada.

o

=]

El resto de los indices a interpretar no se definen
aqui, porque forman parte de la Estadistica
clasica.

Interpretacién del arbol de similaridad

En el arbol de similaridad apareceran agrupados
aquellos factores que relUnan caracteristicas
similares, atendiendo a la medida de similaridad
definida. Asociadas a estos grupos pueden estar
0 no las variables dependientes definidas, de
forma tal que:

o Si la variable dependiente ‘vivo’ (‘fallecido’)
aparece como miembro de un conglomerado de
factores, estos factores se interpretan como los
predominantes para la condicién de vivo
(fallecido).

o Si las variables dependientes no resultan ser

miembros de ningln conglomerado de factores,
esta situacién se interpretaria en el sentido de
que no existe similitud entre ellos.

Estudios referidos a la utilidad del analisis
estadistico implicativo para la identificacién de
factores prondésticos de mortalidad por cancer,®
y de factores prondsticos del cancer de mama,*?
ilustran sus resultados mediante arboles de
similaridad (Figura 1). En el de Moraga Rodriguez
y colaboradores (1a),"® se aprecia la formacién
de dos grandes grupos, uno que incluye la
variable PFallecido y a un grupo de factores
como las metdstasis (PMeta), las complicaciones
(PComplica), la edad avanzada (PEdad), el
estadio avanzado (PEstadio), entre otros,
interpretdndose que estos factores predominan
entre los fallecidos. Del sequndo grupo se puede
concluir que el grado menor de diferenciacién del
tumor (PGradol), el mayor tamafo tumoral
(PTumor), los tratamientos con cirugia (PCiru), la
radioterapia (PRadio) y la quimioterapia
(PQuimio), fueron los factores mas frecuentes
entre los vivos (PVivo).

La formacion de los grupos o conglomerados
dependera del nivel escogido por el investigador
como significativo para poder considerar la
existencia de similitud entre sus miembros; asi,
por ejemplo, Pardo Santana y colabores®?
consideraron un indice de similaridad de 0,12,
donde se forman cuatro clases, y queda el vivo
no asociado a ningln facto r (1b); si hubieran
considerado el nivel minimo, se tendrian dos
clases donde se unen vivos y fallecidos (1c).
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Figura 1. Arboles de similaridad. Fuente: Moraga Rodriguez y colaboradores (2016); Pardo

Santana (2019)

Interpretacién del grafo implicativo

Esta subetapa conlleva la interpretacién de tres
grafos implicativos, y dentro de ellos se tendran
en cuenta procedimientos, como se describe a
continuacién:

En el grafo implicativo normal:

1. Reconocer el conjunto de relaciones
multivariadas.
Determinar la intensidad de las

relaciones.

En los dos grafos implicativos en modo cono,
identificar:

1. Posibles factores causales:

- Factores de riesgo o de mal prondstico.

= Factores protectores o de buen prondstico.
2. Relaciones mutuas

3. Posibles variables confusoras
4. Posibles variables intervinientes
5. Posibles variables colisionadoras

La interpretacién se basdé en la similitud
estructural del grafo implicativo con un grafo
aciclico orientado, conocido como DAG (del
inglés Directed Acyclic Graph), diagrama causal
que plantea posibles rutas de asociacién entre
causas y efecto, asi como otras rutas alternativas
generadoras de sesgos, por lo que facilitan
también el control de estos. Ademas, guian al
investigador en cuanto a cuales variables deben
incluirse en el analisis.®**

Sagardé y Zamora’® describen las categorias y
elementos basicos a tener en cuenta en un DAG,
asi como los tres modos en que pueden
establecerse las relaciones entre dos variables (X
eY), ajustando por una tercera (Z):

o camino causal dirigido (X=Z-Y)
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o camino de puerta trasera (X«Z-Y)
v camino de choque (X—Z«Y)

Reconocimiento del conjunto de relaciones

multivariadas

En el grafo implicativo normal es posible
observar las relaciones que se establecen entre
todo el conjunto de variables definidas, asi como
la intensidad y el sentido de cada implicacion.

Por ejemplo, en el ya citado estudio Moraga y
colaboradores,'® figura un grafo implicativo
donde se aprecia que un grado histolégico |
(PGradol) implicd estar vivo, con una
probabilidad de certeza (intensidad implicativa)
igual o superior al 98 %; ademads, un grado
histoldgico Il (PGrado3) y la presencia de
ganglios (PGanglio) implicaron haber fallecido,
con una probabilidad de certeza igual o superior
al 98 % y 99 %, respectivamente. (Figura 2).
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Figura 2. Grafo implicativo. Fuente: Moraga Rodriguez v

colaboradores (2016).

Determinacion de la intensidad de las relaciones

Al realizar la interpretacién del grafo implicativo,
se debe mencionar el nivel de confianza o
probabilidad de certeza al cual ocurre la relacién
gue se describe. En dependencia del grado de
detalle que se desee dar en el informe, se
pueden describir solo las implicaciones de mayor
intensidad, y el resto quedarad visible a través del
grafico, por lo cual se insiste en que se expongan
en el acapite de ‘métodos’ los nombres con que
se procesaran las variables.

Identificacion de los posibles factores causales

Sin dudas, el modo cono del grafo implicativo
resulta el mds informativo para el objetivo que se
persigue, ya que la identificacién de los factores

causales se hard a través de estos,
seleccionando como cono las variables de
respuesta D, (desenlace desfavorable), o D,
(desenlace favorable). Se tomardn en cuenta
todos los factores que queden seleccionados con
cierta intensidad de implicacién, y su
interpretacién dependerd del tipo de estudio que
se realice. Asi, en un estudio de factores de
riesgo, el modo cono permite identificar los
factores de riesgo cuando en el cono del gréfico
se coloca la variable ‘enfermo’, y los factores
protectores, cuando se sitla la variable ‘sano’;
mientras que en un estudio de factores
prondsticos se identifican los factores de buen
prondstico cuando en el cono del gréfico se ubica
el evento final favorable, por ejemplo, ‘vivo’, y
los factores de mal prondstico cuando se ubica el
evento final desfavorable, por ejemplo ‘fallecido’.
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En el estudio de Garcia Mederos y colaboradores,®
el cono del grafo implicativo para la identificacion
de factores de riesgo del cancer de pulmén, esta
representado por la variable que identifica tener
cancer (CANCER), de manera que las variables
gue aparecen unidas al cono por flechas se
consideran los factores de riesgo asociados al
cancer: la contaminacién ambiental (PCA), el
sexo (SEXO), los antecedentes genéticos (PAG),
el nivel socioecondmico bajo (PS1) y la radiacion
ionizante (PRI) (3a). (Figura 3) Moraga y

) (=59) () ) ()

(b)

Figura 3. Grafos implicativos en modo cono. Fuente: Garcia Mederosy colaboradores (2015 ), Moraga Rodriguez y
colgboradores (2017)y Paez Candelaria y colaboradores (2018).

(c)

Identificacion de relaciones mutuas

La presencia de enlaces con flechas en ambas
direcciones (doble saeta) indica una doble
implicacién (Figura 3), como se aprecia en el
estudio de Paez Candelaria y colaboradores,®
para la identificacion de factores prondsticos de
malnutricién al egreso del paciente grave, donde

B e
B

colaboradores,” muestran otro grafo implicativo
(3b) que permite identificar que, recibir
tratamiento quirdrgico (MCiru) es un factor de
buen pronostico, porque se asocia con el evento
favorable, que es estar vivo (MVivo). De igual
forma, otro grafo implicativo (3c) permite
identificar que la invasion perineural (MNeural)
es un factor de mal pronostico, porque se asocia
con el evento desfavorable fallecer (MFallecido).
(Figura 3).
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(d)

la ventilaciéon aérea mecanica (VAM) implicé
tener una malnutricién al egreso (NutriE), y a su
vez, tener malnutricién al egreso implicé haber
recibido este tipo de ventilacién, o sea, existe
una relacion reciproca entre estas variables (3c).

Este tipo de enlace bidireccional puede ser
interpretado también como la existencia de un
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factor confusor, lo cual se comprueba si, al
ajustar por el supuesto factor, desaparece el
enlace.

Identificaciéon de posibles variables confusoras

(sesgo de confusion)

El sesgo de confusién se produce cuando la
medicién del efecto de una exposicién sobre un
evento se modifica, debido a la asociacién de la
exposiciéon con otro factor que influye en el
evento. Este sesgo puede conducir a
sobreestimar, subestimar, o incluso, revertir el
sentido del efecto. Se puede prevenir en la etapa
del disefio o controlar en la etapa del andlisis,
mediante la aplicacién de estrategias
estadisticas para obtener una estimaciéon no
distorsionada sobre el efecto.*”

En el disefio se emplea la aleatorizacién, lo cual
posibilita que las variables de confusién
conocidas y, lo mejor, desconocidas, se
distribuyan de manera homogénea entre los dos
grupos, y cuando no sea posible aleatorizar se
trata de restringir los criterios de inclusion en
funcién de la variable confusora, o parear en
funcién de ella.

En el andlisis se usan medidas de asociacion
ajustadas, la estratificacién o las técnicas
multivariadas. Para que se produzca un sesgo de
confusién se requiere que esta variable se asocie
a la exposiciéon en estudio, pero no como
resultado de esta, y se asocie al evento en
ausencia de la exposicién en estudio.®”

En un analisis tradicional para identificar una
variable confusora se debe comparar el valor del
efecto crudo (riesgo relativo u odds ratio) con el
ajustado mediante estratificacién aplicando
modelos de regresion logistica, y si se obtiene
una diferencia =10-15 %, se considera que existe
confusién.®”

Este sesgo afecta a todos los estudios
observacionales, por ello es frecuente en la
investigacion clinica cuando no se tiene el control
sobre la(s) variable(s) que se miden en los
sujetos en estudio, o bien los eventos han
ocurrido libremente sin que exista participacién
alguna del investigador en su ocurrencia.*®

Molina™® plantea que se produce confusién
cuando la asociacién entre la exposicion y el
efecto puede ser explicada por una tercera
variable (variable confusora), o cuando una
asociacién real queda enmascarada por la

variable confusora. Solo es una variable
confusora si es factor prondstico del efecto, se
asocia a la exposiciéon y no estd incluida en la
cadena de produccién entre exposicion y efecto.

Segln un diagrama causal, una confusién se
produce cuando una relaciéon A =C cambia por la
presencia de una tercera variable. En este
diagrama se puede apreciar que los enlaces
parten desde la variable confusora (B) (asociada
a la causa y al efecto), hacia la causa (A) y hacia
el efecto (C), observandose la relacion ‘A B=C'.
Si no se ajusta el analisis por B, entonces la ruta
entre Ay C permanece abierta y se produce el
sesgo de confusion, al encontrarse asociacion
entre ellas. Esto equivale, en teoria de grafos, a
una divisién, camino de puerta trasera o via no
causal. Si se ajusta por B la ruta queda
bloqueada y no aparecera asociacién entre Ay C.122

En el control de confusién se evalla la existencia
de vias no casuales o “caminos de puerta trasera”
abiertos que puedan transmitir una asociacién
espuria que sesgue la estimacién de la
asociacion. Se buscard el ajuste por esa causa
comun que “cierra” todos los posibles caminos
no causales entre la exposicién y el evento.

En este trabajo se propone identificar la
existencia de confusién a través del grafo
implicativo en dos casos por los siguientes
mecanismos:

1. La presencia de dos nodos adyacentes
unidos por un enlace bidireccional: segun
la teoria de grafos un enlace
bidireccional se debe a la existencia de
una variable adicional (variable de
confusion) con enlaces dirigidos hacia las
variables del factor de confusion.*? Estas
variables del factor de confusion son los
supuestos causa y efecto de la relacion
encontrada.® Para corroborar si se trata
de una confusién se debe ajustar el
analisis por esta variable. Si una vez
ajustada por la tercera variable se
mantiene el enlace bidireccional,
entonces hay causacion reciproca.®?

Por ejemplo, en la figura 3d se establece una
relacion bidireccional entre la ventilacion
mecanica y la malnutricién al egreso; esta
puede darse si el investigador no tuvo en
cuenta una tercera variable que es la
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verdadera causa de ambos fenémenos, como
es el caso de un estado infeccioso grave que
condiciona la malnutricién y la necesidad de
ventilacién mecanica a la vez.

1. Un cambio significativo (superior al 10 %)
en la intensidad implicativa, es el andlisis
al incluir o no la supuesta variable
confusora, tomando como referente que
es posible detectar una variable
confusora durante el analisis si se
obtiene una diferencia relativa en el
efecto mayor del 10 %."7*4%)

Se propone, ademds, una tercera via de
identificacion a través del arbol cohesitivo que se
explica mas adelante.

En general, cualquier relacion del tipo A =C, 0 A
C, puede desaparecer o tornarse de poco interés
si aparece una variable B, verdadera causa de C,
que influye ademas en A. Las autoras coinciden
con Bacallao® cuando este plantea que es tarea
del investigador la identificaciéon de variables
confusoras, a partir del conocimiento tedrico
especifico del problema que origina la evaluacion
de la posible relacién causal.

Identificacion de posibles variables intervinientes

Las variables intervinientes o intermedias (B) son
aquellas que median entre la causa (A) y el

efecto (C), condicionando una relacién
causa-efecto indirecta (A = B = C). La variable
intermedia es un paso intermedio por el que se
produce el efecto, por ejemplo, la obesidad a
través de la hipertension o la arterioesclerosis,
producen el infarto agudo del miocardio.

De la teoria de grafo se dice que una variable
entre la causa y el efecto produce un bloqueo o
una ‘d-separacion’ en el grafico. Este tipo de
relacién es Ilamada cadena o camino causal
dirigido. En ella se observara que los enlaces
siguen una sola direccién de la causa al efecto.??

En un grafo implicativo en modo cono no solo se
presentan relaciones mediante trazos continuos
como los que aparecen en las figuras anteriores,
también se pueden presentar trazos discontinuos.
La presencia de lineas discontinuas expresa que
la relacién entre los factores implicados no es
directa, sino que existen una o mas variables
intermedias que influyen en el desenlace
(cadena causal).

Por ejemplo, en el grafo de la figura 4a (Figura 4)
se aprecia que el no haberse operado (NoCirugia)
incide en el fallecido a través de otra u otras
variables que deben explorarse en el grafo
implicativo normal (4b), o sea, que el no haberse
operado es causa indirecta del desenlace. En
este caso la metastasis es una variable
intermedia, entonces la cadena causal seria: no
operarse conllevd a tener metastasis, y esto, a
fallecer.
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Figura 4. Grafos implicativos: en modo cono

Estas variables pueden ser clasificadas como
causas cuasi componentes, explicadas mas
adelante. Es importante no confundirlas con la
variable confusora, verdadera causa del efecto.
Tampoco se debe confundir con una variable
colisionadora.

Identificacion de posibles variables

colisionadoras (sesgo de seleccidn)

El sesgo de seleccién ocurre cuando la poblacién
seleccionada para participar en el estudio no es
representativa de la poblacién de referencia, y
en caso de dos o mas grupos en comparacion, si
estos no son similares en sus caracteristicas
basales debido a la forma en que han sido
seleccionados.

Este sesgo ocurre con mayor frecuencia en series
de casos retrospectivas, estudios de casos y
controles, de corte transversal y de aplicacién de
encuestas, ya que eventos ocurridos en el
pasado pueden influir en la probabilidad de ser
seleccionados, y conduce a una estimacion del
efecto diferente del esperado para la poblaciéon
objeto de estudio.*”

Molina™® expone los principales errores en los
criterios de inclusion o exclusién, o en la
sistematica de reclutamiento, conducentes a

o D wiops Lasia,

(b)

(a) y normal (b). Fuente: Pardo Santana (2019)

seleccionar una muestra no representativa de la
poblacién, como:

o Seleccién incorrecta de los grupos de estudio:
los grupos comparados solo deberian
diferenciarse en el factor evaluado. Esta
comparabilidad se consigue en los estudios
experimentales con la aleatorizacién, por lo que
los estudios observacionales son mas
susceptibles a este tipo de sesgos.
Pérdidas durante el seguimiento: cuando los
que se pierden son sistematicamente
diferentes de los que no lo hacen, en variables
relacionadas con el factor de estudio o la
variable respuesta (pérdidas informativas).
o Ausencia de respuesta: propio de las encuestas
transversales. Hay que saber si los que no
contestan, difieren de los que si lo hacen.
Supervivencia selectiva: cuando se seleccionan
casos prevalentes en lugar de incidentes. Es
tipico de los casos y controles, en los que los
€asos mas graves o mas leves estan
infrarrepresentados por fallecer o por curacién.
© Sesgo de autoseleccidn por participacién de
voluntarios: existe riesgo de que estos
individuos tengan caracteristicas diferentes a
los no voluntarios.

o

Medisur

300

abril 2020 | Volumen 18 | Numero 2


https://medisur.sld.cu/index.php/medisur

Descargado el: 17-01-2026

ISSN 1727-897X

Los errores de seleccién pueden ser originados
por el investigador o como resultado de
relaciones complejas en la poblacién en estudio
no evidentes para el investigador, como
cualquier factor que influya sobre la posibilidad
de los sujetos seleccionados de participar o
permanecer en el estudio y que, ademas, esté
relacionado con la exposicién o con el evento en
estudio.®®

En un diagrama causal una variable colisionadora
(collider del inglés) es llamada asi por el choque
que se produce sobre ella en el analisis a partir
de los enlaces que parten de dos variables (A) y
(C), no asociadas casualmente: ‘A=B C'. Se dice
que el colisionador bloquea el camino. Este tipo
de relacion es llamada, segun la teoria de grafos,
colisién, division invertida, camino de choque o
colisionador, o estructura en ‘V'.*

Este tipo de variable serd una consecuencia
comun de otras dos variables no asociadas
causalmente, al contrario de una confusora, que
es causa comun de la causa y el efecto.

Este tipo de variable se puede distinguir en el
grafo implicativo, tanto en el normal como en el
modo cono, cuando se observa una estructura en
‘V'. Por ejemplo, en la figura 3d, se observa que
la mala nutricién al ingreso (Nutril) y la estadia
prolongada (ESTADIA) conducen a la mala
nutricion al egreso (NutriE). En este caso,
seleccionando solo enfermos malnutridos al
egreso (no incluyendo la variable NutriE), se
produce una falsa asociacién entre Nutril y
ESTADIA, con una intensidad implicativa igual a
85, denominada sesgo de seleccidn, ya que se
debe a la seleccion incorrecta de los sujetos del
estudio. Este sesgo también es llamado sesgo del
collider.

Si se compara el grafo implicativo con un grafo
aciclico dirigido se puede apreciar que ambos
permiten identificar los factores que influyen
sobre un desenlace, pero el segundo no permite
identificar si influyen a favor o en contra de este,
y tampoco dan informacién sobre la magnitud
del efecto. Sin embargo, mediante el grafo
implicativo en modo cono se puede reconocer
cuando un factor es protector o de riesgo vy,
ademas, el nivel de intensidad de todas las
implicaciones.

Interpretacién del arbol cohesitivo

Para la interpretacién del arbol cohesitivo se
tendrdn en cuenta los siguientes aspectos:

1. Interpretacion de las reglas obtenidas
segun el enfoque.

. Clasificacion de las causas.

. Identificacion de posibles variables

confusoras.

Identificacion de la interaccion.

. Identificacion de los sujetos tipicos y
contributivos.

1

1) Interpretacion de las reglas obtenidas segun el
enfoque

Para interpretar el d4rbol cohesitivo se
consideraran dos enfoques:

o Del factor (F) causal al desenlace (D)), esto es,
cuando el desenlace es cuasi-implicado por un
factor y se denota por «F = Dy».

¢ Del desenlace al factor causal, esto es, cuando
el factor es cuasi-implicado por el desenlace y
se denota por «D= F»

Al interpretar las reglas que se forman, y
siguiendo la interpretacién dada en el campo de
la Didactica, por Gras,?® el primer enfoque se
interpretara como: “cuando el factor esta
presente entonces usualmente se produce el
desenlace”; y el segundo, como: “existieron muy
pocos individuos en los que se produjo el
desenlace que no presentaban el factor”.

Para una interpretacién de mayor complejidad se
propone, ademas, la clasificacion de las causas.

2) Clasificacién de las causas

Teniendo en cuenta el modelo de Rothman?# y
la terminologia cuasi-implicativa, se han creado
cuatro tipos de causas: cuasi-componentes,
cuasi-suficiente, cuasi-necesaria vy
cuasi-equivalente (cuasi-suficiente vy
cuasi-necesaria a la vez), las cuales se explican a
continuacidn. Estos tipos de causas se identifican
bdsicamente a partir de las reglas obtenidas del
arbol cohesitivo.

Causas cuasi-componentes

No existe un Unico factor que pueda constituirse
como causa cuasi-componente de un desenlace,
debido a ello se define como causas
cuasi-componentes a los factores que forman
parte de una regla (R) o meta regla (R") entre
factores, que se relacionen directamente con el
desenlace, estando este ultimo cuasi-implicado
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*

por R o R", donde: R puede ser del tipo: F'= F, F
FoF F; yRpuede serdel tipo: F= R, FF Ro F
R; siendo F y F" las causas cuasi-componentes.

*

Por ejemplo, como se observa en la figura (Figura
5), para la identificacién de factores prondsticos
de mortalidad en el cancer de préstata, la regla R:
(PrMeta= Ganglio) es del tipo F'= F, (5a,
modificado de Moraga®) lo cual significa que

T .—T

(a) Causas cuasi-
componentas
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tener metastasis implico, con cierto indice de
cohesion, tener afectacion ganglionar, por lo que
se puede decir que la presencia de metastasis y
afectacién ganglionar son causas
cuasi-componentes de mal prondstico en el
cancer de préostata. También son causas
cuasi-componentes los factores presentes en R,
(del tipo F* F), Ry (R= R,) y R, (F* = R).
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Figura 5. Arboles cohesitivos. Fuente: Modificado de Moraga Rodriguez (2018), Garcia Mederos (2015), Lambert

(2017) y Pardo Santana (2019).

Las variables antes mencionadas como
intervinientes o intermedias podran ser
clasificadas como causas cuasi componentes.

Causa cuasi-suficiente

La causa cuasi-suficiente es el conjunto formado
por las causas cuasi-componentes. En el caso
particular de que exista un factor que implique
directamente al desenlace (F'=D), este
constituird una causa cuasi-suficiente, situacién
que se presenta muy pocas veces. Por ejemplo,
en la regla Ry: (PrCiru=PrVivo), del estudio de
Moraga,® la cual se interpreta de la siguiente
forma: “casi todos los individuos operados
siguieron con vida”, con un indice de cohesién de
0,836, “operarse es cuasi-suficiente para estar
vivo"” (figura 5b). Esta interpretacién puede

también ser expresada de otras formas: “la
cirugia predispone al paciente al evento
favorable” o “la casi totalidad de los pacientes
que se operan se mantienen vivos”. Esto quizas
sea debido a la indicacion de la cirugia en los
primeros estadios de la enfermedad, pero esta
explicacion formaria parte de la discusién de los
hallazgos del estudio, lo cual no representa un
objetivo de esta investigacion.

Entre las causas cuasi-componentes que forman
una causa cuasi-suficiente existe una interaccién
bioldgica que puede depender de otras causas
cuasi-componentes, de manera que el hallazgo
de una regla de este tipo serd el punto de partida
de otro analisis para probar la hipotesis de
interaccion encontrada en dicha regla.
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Causa cuasi-necesaria

Se dird que el factor F* es una causa
cuasi-necesaria cuando se relaciona con el
desenlace y estd cuasi implicado por este (D = F
). También se denomina causa cuasi-necesaria al
conjunto formado por todos los factores que
integran reglas o meta-reglas que estén
relacionadas con el desenlace, y estén cuasi
implicadas por este.

Por ejemplo, en la regla R;: (CANCER = EDAD)
del estudio de Garcia® (figura 5c¢), la cual se
interpreta de la siguiente forma: “tener cancer
implicé siempre (con un indice de cohesién de 1)
tener una edad avanzada”; la edad avanzada es
una causa cuasi-necesaria para tener cancer de
pulmén, o sea, que deben estar presentes otros
factores coincidiendo en el individuo para que
este desarrolle cancer de pulmon.

En la figura 5d, tomada de la tesis de
especialidad en Bioestadistica del Lic. Yuber
Lambert,” se ejemplifica el caso de un conjunto
de causas cuasi-necesarias, en el cual el
desenlace (Fallecidos) cuasi implica una
metarregla R”, esto es, Fallecidos = R”, donde:

A. = radio),

B. =R)),

C. =Comorbilidad),

D. = (Metastasis= (Estado = Complica))).

Causa cuasi-equivalente

Se dird que el factor F* es una causa
cuasi-equivalente si es cuasi-necesaria y
cuasi-suficiente a la vez, o sea, si este factor
cuasi implica, y estd cuasi implicado por el
desenlace (D & F).

En la figura 5e se presenta la regla R,: (Fallecido
& TNMMP) del estudio de Pardo, antes
mencionado. La interpretacién que se hace de
esta regla es la siguiente: “fallecer implico
siempre tener un estadio avanzado de la
enfermedad (TNMMP), y tener un estadio
avanzado de la enfermedad implicé siempre
fallecer (con un indice de cohesion igual a 1)".

3) Identificacién de posibles variables confusoras

asociacién directa no tiene sentido desde el
punto de vista médico, se puede pensar en la
existencia de una variable confusora, que no se
tuvo en cuenta en el disefio del estudio. Por
ejemplo, en un estudio de factores de riesgo del
bajo peso al nacer se puede hallar que la
escolaridad materna es un factor de riesgo si no
se recogen datos sobre la edad materna, ya que
podria haber muchas adolescentes que aun no
alcanzan el preuniversitario, entonces la edad
materna debe ser el verdadero factor de riesgo
no controlado que estd influyendo sobre la
escolaridad y el bajo peso al nacer. Como es
conocido, a menos que sea posible ajustar el
efecto de confusién de esta tercera variable, sus
efectos no pueden distinguirse de los de un
factor de riesgo o prondstico en estudio.

4) Identificacion de la interaccidn

Existe interaccién o modificacién del efecto
cuando la asociacién entre exposicion y efecto
varia segun las categorias de una tercera
variable, la variable modificadora de efecto.

Tomando como referentes a Hernan y Robins®?? y
Hallgvist,®® autores que consideran Util el modelo
de Rothman para descubrir la interaccién, al
considerar que dos causas componentes de una
causa suficiente Unica tienen una interaccién
mutua y que el grado de interaccién depende de
la prevalencia de los otros factores que la
integren, se ha considerado la posible interaccién
entre las denominadas causas
cuasi-componentes, lo cual debe ser confirmado
en cada estudio por el investigador experto, que
en ese caso incluird el término de interaccién en
el modelo de regresién logistica que se haga
posteriormente.

Estas variables se describen e interpretan sin
necesidad de controlarlas, como ocurre con las
variables confusoras, ya que las modificadoras
de efecto reflejan una caracteristica de la
relacion entre exposiciéon y efecto, cuya
intensidad depende de esta variable. No tiene
sentido calcular una medida ajustada, ya que no
seria representativa de la asociacion global entre
exposicién y efecto, y tampoco tendria sentido
estratificar y hacer una media entre los estratos.

5) lIdentificaciéon de los sujetos tipicos vy

Mediante el arbol cohesitivo se obtiene una
tercera via para la identificacién de variables
confusoras cuando se obtienen reglas absurdas.
Cuando aparecen relaciones entre variables cuya

contributivos

La determinacién cuantitativa de los sujetos
responsables de las estructuras formadas en los
arboles cohesitivo y de similaridad viene dada
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por su contribucién y/o su tipicalidad. La
tipicalidad es un indice porcentual que mide
como se comporta un individuo en relacion a la
regla, llamando sujeto tipico a aquel que verifica
todas las implicaciones que poseen mayor
intensidad de implicacién en la formacién de las
clases. La contribucion cuantifica el aporte de un
determinado individuo en la formacién de la
regla. Por ejemplo, si una regla: a = b posee una
intensidad implicativa de 0,7, entonces los
individuos mas contributivos son los que tienen
el valor 1 para las variables a y b.

Las interpretaciones del grafo implicativo y las
reglas obtenidas a partir del arbol cohesitivo
deben corresponderse siempre. La determinacién
de cuadl de estos factores es predisponente,
facilitador, desencadenante, potenciador, etc.,
queda fuera de las relaciones estadisticas, y
deben ser determinadas por el experto. Las
interpretaciones presentadas tampoco
contradicen los indicadores relacionados con la
exposicion al factor, ni algin andlisis que se haga
a posteriori en base a los criterios de causalidad
establecidos por diferentes autores, como los de
Bradford Hill o algln algoritmo empleado, por
ejemplo, para la identificacién de las reacciones
adversas en farmacovigilancia.

Cambios evolutivos en la interpretacién de los

resultados del ASI

Como se planted antes, la interpretacién en estos
trabajos ha ido evolucionando conforme a los
métodos empleados en el andlisis; asi, en los tres
primeros estudios realizados, donde se
identificaron los factores de riesgo de los
cadnceres de mama, pulmén y préstata, se
identificaron los factores de riesgo a partir del
grafo implicativo normal.® Sin embargo, en los
seis estudios siguientes para la identificacion de
los factores prondésticos de estos mismos tipos de
canceres, el reconocimiento de los factores
prondsticos se hizo a partir del modo cono del
grafo implicativo, y se pudieron identificar los
factores de buen prondstico a partir de la
duplicacion de la variable dependiente.®?

En los Ultimos estudios en fase de publicacién, se
reconoce, ademads, la diferencia entre los
posibles factores causales directos e indirectos, y
se aplican todas las categorias expuestas en este
trabajo.

2l Lamber Y. Aplicacién del analisis estadistico
implicativo para identificar factores prondsticos
del cancer cervicouterino. Hospital Oncoldgico
Conrado Benitez de la provincia de Santiago de
Cuba[Tesis]. Santiago de Cuba: Universidad de
Ciencias Médicas de Santiago de Cuba; 2017.

CONCLUSIONES

En este trabajo se proponen, para la
interpretacién de los resultados de la aplicacién
del analisis estadistico implicativo en los estudios
de causalidad en salud, los criterios que hasta el
momento parecen mas plausibles a las autoras,
lo que no estd exento de cambios a la luz de
nuevos conocimientos o la experiencia de otros
investigadores.
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